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The project built a working prototype that enables a blind person to perceive a painting through touch and hearing, exploiting the phenomenon of synesthesia. A description follows.

Introduction

A painting is typically (i.e., when the painting is of the “realistic” kind) a 2D representation of a 3D world; more precisely, it is a 2D visual representation of a 3D world. To understand and perceive such a representation without vision, as is the case for blind people, one needs to address two main problems:

1. The “perspective” problem. The 2D representation shows parts of 3D objects in such a way (i.e. by such rules of convention) that the perceiving subject can reconstruct through his cognitive work the full 3D objects

2. The “color” problem. While a visually perceived 3D object can be equivalently “translated” into a tactually perceived one in so far as its form and texture is concerned, this does not apply to its color: color cannot be tactually perceived.

These problems have been approached, up to now, mainly by providing verbal descriptions of the “content” of these perceptual experience. Obviously, a linguistic description is a very poor substitute for perception, for any perception and any subject (for normally seeing people, one can think about wine tasting verbal description vs. the real tasting experience). 

Thus, we set ourselves the task of providing the blind person with a perceptual experience of the painting, and not a verbal one.

Problem 1 might be solved through some kind of tactual experience. Blind people usually form a tactual equivalent representation of our visual word, in so far as form of  objects is concerned (and in so far as scale of objects allows meaningful tactual experience).

Problem 2, color perception, seems instead to be intractable through any sense transfer, given the fact that color is a purely visual experience. The central, innovative idea of our approach lies in the way we tackled with this problem: the use of synesthesia. Synesthesia is the cognitive phenomenon thereby a perception in one sense modality spontaneously evokes a corresponding perception in another sense modality (as when, for example, the hearing of a sound produces the perception of a color).

Implementation

color 

A quite thorough survey of the research in the field of synesthesia was conducted (see attached Document and Bibliography), in order to determine how to structure our approach in the most efficient way, i.e., striking the best balance among the different factors concurring: theory, possibility of implementation, working environment, design and construction costs, etc.

Though different associations of sense modalities might occur in synesthesia, we opted out for the one between color and musical sound. For two main reasons.

· Sound hearing is our most elaborate an sophisticated perceptual modality after vision. We have therefore a better chance of being able to transfer all of the nuances of color vision into this modality more than in another

· There is a substantial technical development in the field of sound creation (especially, musical sound), with a lot of computer based musical synthesizers already available. An approach through other sense modalities would have required the development and construction of ad hoc apparatus and programs.

Review of the literature and technical considerations determined the final decision to set up a systematic correspondence, and the apparatus to effect it, between colors and musical sound.

The basic correspondence was established by taking the three parameters defining each possible color – hue, luminosity, saturation – and assigning to each of them a corresponding parameter in the musical field: timbre, pitch, volume, respectively. Previous research on synesthesia and experiments on sound-to-color translation led us to choose this specific kind of correspondence.

A professional musician, a composer, defined the details of this correspondence (which timbres to which hues, note scale vs. intensity scale, etc). In this way, each possible color, down to the last nuance, would be translated into a different musical sound, in such a way that similarity of color along three dimensions would be exactly matched by similarity of sound along three dimension (e.g., same color, more intense = same timbre, higher note). 

It should be stressed that it is not so much which color corresponds to which timbre that matters: one or the other can be arbitrarily chosen as starting point. The important fact is the strict regularity of the correspondence: once a starting point is given, then all possible nuances of colors have a correspondent musical sound assigned, so that ways and degrees of difference among colors exactly correspond to ways and degrees of difference among musical sound. We can thus say that the color field is rigorously mapped onto the musical field with absolute fidelity. It is this fact that insures that musical perception by the ear will be equivalent to color perception by the eye.

Once this theoretical picture had been build and defined, work of the next phase was to implement it into a working physical device. Musical sound generation was provided, on advice from a digital music technician, by two advanced commercial software, Edirol Orchestral and Steinberg V-Stack. A software engineer wrote a specific program

· to analyze the image of the painting into the three color component pixel-by-pixel 

· to convert each of these value into the corresponding musical sound in real time 

· to pilot the commercial musical sound generator with this input.

Given a color, any color, this system, generates the corresponding musical sound in real time. The problem which remains to be solved is how the system knows which color must be translated. This is obviously linked to the problem of how the blind person perceives the form of the painting, since color is a property of that form.  

form

As said above, form represented into the painting would be offered to the blind person in tactile form. In order to devise, however, an equivalent of the two-dimensional representation of a three-dimensional object, the tactile form created for the painting was not a complete, but a partial one. More specifically, a 3D extrusion of the painting which lets the user touch only a portion of the object. In  this way, the blind subject must recreate the full object by touching only a portion of it. He will, therefore, be engaged in a task quite similar to that of a seeing person in watching a 2D representation of a 3D object: mentally reconstructing the full object from a partial perceptual experience.

The execution of this 3D extrusion of the painting was charged to a professional sculptor. The model produced was in a 1:1 scale with respect of the original painting and thus had the same dimensions. The model was first executed in plasticine, from this a mold in silicon rubber was obtained, and then a cast in epoxy resin, highly resistent to touch and, in general, to environmental shocks.

The choice of the painting for the prototype fell on an important, aesthetically wonderful and well known classical painting: Raphael’s, The Lady with the unicorn, belonging to the collection of the Borghese Gallery in Rome.

A large (12 x 9) color transparency of the painting, belonging to the archive of the Gallery was digitized. This was the source of the color values to be translated. The mechanism would work in the following way.

The blind person would touch the model and have a tactile experience of the form. At the same time it would perceive a musical sound constituting the equivalent of the color carried by the form in the point of touch. In this way, form perception and color perception would be reunited and synchronous as it happens in vision for seeing people.

The working of this mechanism depends, however, on the possibility of delivering the sound corresponding to the point of the model/painting being touched at each instant by the blind person, while he is exploring it to perceive the form. In order to be able to apply correctly the digitized map of the color values, the system must know which point the subject is touching at each instant. A system of tracking the tactile exploration with respect to the surface of the model/painting is required.

joining the two 

Since the model is a 3D object, a 3D tracking device was necessary. A magnetic field three dimensional miniaturized tracking device was used for this purpose. The specific product chosen (Ascension Technology, MiniBird) was selected for the miniature dimensions of its sensor (5 x 5 mm) and because the magnetic field technology was amenable to less disturbances in the situation given than other kinds of tracking technologies (e.g., optical, laser based one). In this way, the sensor could be fastened on the finger of the blind person, so to leave the under part of the finger free for touching (usually, on the nail of the index finger of the right hand). The sensor tracks the position of the finger in the 3D space by returning its three spatial coordinates relative to a fixed point of reference, constituted by the magnetic field generator. The point of reference was solidly fastened to the model/painting, so that the sensor could return the position of the finger with respect to the model/painting. 

In this way, the system would know which point of the model/painting the blind person would be touching at each instant. The digitized map would then tell which color would correspond to that point and the algorithm would instantly translate it into the appropriate musical sound. 

The whole system was installed on an ordinary portable computer, complemented by an external amplified sound system (Creative sub-woofer plus two tweeters) to properly deliver the musical sounds. The magnetic tracking device is also attached to the computer. The sensor is attached to the extremity of a two-meter cable that feeds into a metal box controller. This is in turn connected to the computer by means of an ordinary serial cable. The whole apparatus is therefore reasonably small and portable.

Painting description

An option was built into the system that would provide a description of the painting, It exploits the same input mechanism but gives to it a different output. Instead of playing the sound corresponding to the color of the point touched, it tells the users to which part it belongs that point (e.g., “the arm of the lady”, “the head of the unicorn”). This was done by defining areas on the map and by assigning different audio file to each of them. When switched into this mode (an operation that can be done at any moment by simply pressing a button), the coordinates returned by the tracking device are matched against those of the areas defined on the map and the corresponding audio file, containing the description, is then played. This system was added to help those blind persons for whom the tactile exploration alone would not be sufficient to recreate the nature of the object.

 First results

As soon as the prototype was completed and working a number of blind persons tried it. Results of these first trials were extremely positive (of course, a study testing and validating the various solutions chosen needs to be conducted in a systematic way). Not only as judged and verbally signified by the blind subjects themselves, but, especially, by the strong and totally unanticipated emotional response all of them invariably underwent. The fact that, for the first time, they could “feel” a painting and especially its colors tended to evoke spontaneous commotion.

Extension

The system as configured in the version for “Painting description” (as described above), was extended so to provide an information system to the tactile perception of objects of art that are themselves three-dimensional, and thus much more accessible to blind people.

The system was applied in order to enable the experience of an Attic Greek vase belonging to the collection of the Cycladic Art Museum of Athens. It is a vase with two painted figures. A 1:1 replica of the vase was produced by the Museum. This replica had the line design of the original vase incised rather than painted. Following the incision and attached onto it, a polyester thread was glued with epoxy resin. In this way a tactually perceptible relief was created that reproduced the line design of the vase. The reason for this passage is that the incision is not as good as the relief for  tactile sensing. 

The replica was then securely fastened to a wooden pedestal which contained inside the magnetic field generator of the tracking device. In this way all points of the vase surface could be assigned absolute spatial coordinates that the device could track.

Significant areas of the figure were mapped by using the 3D tracking device as a “scanner”, so that a map defining these areas in terms of their spatial coordinates was obtained.

From this point on, the object was dealt with in exactly the same way as the model/painting for “Painting descriptions”. Audio files describing the mapped areas were fed into the same program equipped with a map of the vase surface.

The apparatus worked, then, exactly as the model/painting in the “Painting description” mode. A blind person could explore the vase, touch the areas and receive simultaneously a description of the area being touched. 
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