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1. Introduction 4 

According to the International Panel for Climate Change, (IPPC, 2014) one of the 5 

major uncertainties related to climate studies are the direct and indirect effects of 6 

the anthropogenic and natural aerosols and their interaction with meteorological 7 

phenomena. More in detail, the more recent estimation of the net aerosol radiative 8 

forcing are still affected by large uncertainties and its sign (indicating cooling or 9 

heating of the atmosphere) may easily switch between positive and negative or vice-10 

versa. Clouds, especially thin cirrus clouds, represent another fundamental 11 

contribution to the Earth’s radiative budget (Campbell et al., 2016). Their 12 

contribution is a feedback, both positive and negative, that is depending on their 13 

optical depth and altitude, which in turn is related to the temperature variations 14 

(influenced by aerosol direct effects). Due to this degree of complexity, an accurate 15 

evaluation of the vertically resolved cloud and aerosol optical properties it is of 16 

fundamental importance in order to improve the estimation of their impact on the 17 

radiation budget and to assess their mutual interactions (the direct/indirect effects) 18 

at global scale. The optical cloud and aerosol optical and microphysical properties 19 

are studied since decades using passive ground-based measurements (AERONET, 20 

Holben et al., 1998) or using satellite sensors (MODIS, MISR). Nevertheless, these 21 

measurements are not able to provide range-resolved atmospheric properties. Due 22 

to the progress in optical technologies, at the beginning of 2000’s, federated 23 



network of lidars were established (MPLNET, Welton et al., 2002, Campbell et al., 24 

2002, Lolli et al., 2013; EARLINET, Pappalardo et al., 2014). Those instruments, due 25 

to their very high spatial and temporal resolution, are particularly well suited to 26 

retrieve vertically resolved optical and microphysical properties of aerosol and 27 

clouds. Nevertheless, different lidar techniques make different assumptions to solve 28 

the lidar equation (Eq. 1) defined as:   29 
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where P(r) is the received power at a range r; K is the so-called lidar constant, which 31 

is depending on parameters as detector quantum and optical efficiencies, telescope 32 

diameter, instrument overlap function, etc.; β(r) is the backscattering coefficient and 33 

α(r) is the extinction coefficient. It is clear that to solve the equation, which contains 34 

two unknowns at each range bin r (α and β), some major assumptions should be 35 

made. A classical method (Fernald, 1984) consists in assuming that the ratio of the 36 

two coefficients, typically indicated by S and called lidar ratio has a constant value. 37 

This assumption is pretty strong as S shows a large variability (20sr-150sr; 38 

Ackermann, 1998) depending on aerosol species, with a consequent large 39 

uncertainty associated to the retrieval of α and β. On the contrary, the combined 40 

detection of the elastic backscattered radiation and of the inelastic backscattering 41 

from the Raman roto-vibrational spectrum of nitrogen (or oxygen), using the Raman 42 

lidar technique, permits to solve directly determine the vertical profile of  43 

Nevertheless, the Raman technique shows instability in retrieving the aerosol 44 

extinction coefficient and to reduce the random error affecting the retrieval the 45 

application of a smoothing technique is required, with a consequent descrease of the 46 



effective vertical resolution of the aerosol extinction coefficient profile. In 47 

conclusion, the use if different lidar techniques and different processing algorithms 48 

may lead to differences in the retrieval of vertically resolved aerosol optical 49 

properties, affecting both the intensity, the position and the geometry of the 50 

observed aerosol nd cloud layers.  51 

Though the uncertainties affecting the elastic and Raman lidar techniques are well 52 

known and largely documented in literature, the impact of this difference on the 53 

various end users applications has been never extensively quantified, In particular, 54 

lidar profiles optical properties obtained from different techniques are more and 55 

more used to assess the radiative effects of clouds and aerosols (Campbell et al., 56 

2016, Lolli et al., 2016): the differences between different type of lidar retrievals are 57 

corresponding to uncertainties in determining the net radiative forcing which may 58 

provide inconsistencies in studies carried out at the global scale involving different 59 

lidar instrument and techniques. For this reason, it is crucial to quantitatively assess 60 

the effect of different lidar techniques and data on the estimation of the radiation 61 

forcing of aerosol and clouds. To reach this objective, during the short-term mission 62 

at CNR in Tito Scalo, Potenza, Itay, we evaluated how much is the difference in net 63 

radiative forcing calculations from the Fu-Liou-Gu radiative transfer model (FLG; Fu 64 

and Liou, 1992, Fu and Liou, 1993, Gu et al., 2003, Gu et al., 2011) with respect to the 65 

elastic and to the combined Raman elastic lidar techniques.  This study highly 66 

relevant to investigate the INTERACT-II campaign dataset in order to fully exploit 67 

data following an appropriate data analysis for the different lidar techniques 68 

deployed. Conclusions from this study also allows to assess impact of the lidar 69 



retrievals on the difference in cirrus cloud radiative transfer calculations estimated 70 

using different radiative transfer models, for our case between the Corti model 71 

(simplified solution) with the more complete FLG model combination. 72 

 73 

2. Method  74 

2.1 Fu-Liou-Gu radiative Transfer Model 75 

The one-dimensional Fu-Liou-Gu radiative transfer model, developed in the early 76 

90’s, recently has been adapted to retrieve the cloud and aerosol radiative forcing 77 

using as input the aerosol and cloud lidar extinction coefficient atmospheric profile 78 

measurements (Lolli et al., 2015, Tosca et al., 2015). The FLG RT model calculates 79 

the direct effect of the aerosol forcing at each altitude level inputting the aerosol 80 

optical optical depth of the layer and for the column the partial contribution to the 81 

total AOD for each aerosol species. The FLG parameterization contemplates eighteen 82 

different types of aerosols, with single scattering aerosol properties parameterized 83 

through the OPAC (Optical Properties of Aerosol and Clouds) catalog. Differently, for 84 

cloud forcing, the FLG RT model needs as input, at each altitude level of the cloud, 85 

the IWC and the effective drop/crystal diameter De. These parameters cannot be 86 

retrieved directly by lidar measurements, for this reason we use the 87 

parameterization (for cirrus clouds especially) proposed by Heymsfield et al., 2014 88 

where De and IWC are retrieved through the atmospheric temperature and lidar 89 

extinction profiles (Lolli et al., 2015, Tosca et al., 2015). The efficacy of Heymsfield et 90 

al., 2014 is evaluated through Cloudnet radar-based retrieval of the IWC (Illingworth 91 

et al., 2014 BAMS). Cloudnet processing, based on ceilometer, microwave radiometer 92 



and Doppler radar data provides a categorization of liquid droplets, ice particles, 93 

aerosols based on different sensitivity of lidar and radar to different particle size 94 

ranges. For layers identified as ice clouds, the ice water content (with the related 95 

uncertainty) is derived from radar reflectivity factor and temperature using an 96 

empirical formula derived using aircraft data (Hogan et al.,2005).  97 

 98 

2.2 Lidar 99 

Lidar instruments are high-resolution optical devices capable to retrieve optical and 100 

microphysical characteristics of aerosols, clouds and precipitations (Lolli et al., 101 

2013). As discussed in the introduction, depending on the adopted lidar technique, 102 

i.e. elastic, Raman etc., the data-handling requires a number of assumptions that 103 

may influence the determination of the net forcing. Since the lidar equation has two 104 

unknowns (Lolli et al., 2013), elastic single-wavelength lidars need a strong 105 

assumption to retrieve the extinction coefficient, input of the FLG model: the values 106 

of the lidar ratio (S), defined as the ratio between the aerosol extinction and 107 

backscattering coefficients. For aerosols, S shows a large variability in the range 108 

typically within 20-120 sr (Ackermann, 1998) influencing then drastically the 109 

consequent retrieved extinction profile. On the contrary, Raman technique has been 110 

successfully used for measurement of aerosol and cloud extinction, being the 111 

retrieval independent of any assumption Raman signals, however, is characterized 112 

by a much lower signal-to-noise ratio respect to the elastic signal (Ansmann et al., 113 

1992): therefore large integration time are required along with the application of 114 

smoothing filters that reduce the effective vertical resolution of the retrieved 115 



profiles (Iarlori et al., 2015 AMT) but also the relative error. In this work, a limit has 116 

been fixed on the maximum relative error of both the synthetic and real lidar 117 

profiles to values within 30-40%.  118 

 119 

2.3 Analysis  120 

The quantitative information on different lidar techniques and data processing was 121 

carried out on real lidar data, taken with MUSA (Multi-wavelength System for 122 

Aerosols) Lidar, deployed at CNR-IMAA Atmospheric Observatory (CIAO) in 123 

Potenza, Italy. This multi-wavelength Raman lidar instrument is a mobile reference 124 

EARLIENT system (Pappalardo et al., 2014, AMT) with a multi-year database of 125 

available measurements.  126 

The analysis has been carried out as follows:   127 

1) On a real aerosol dust outbreak. The used wavelength to retrieve the 128 

extinction profile is in the UV (355nm). The extinction profile is retrieved 129 

both with the Raman technique and with the elastic channel using an 130 

iterative algorithm (Di Girolamo et al., 1998) with the S value assigned from 131 

the analysis of climatological data (in this analysis S=45 sr). For the elastic 132 

channel retrievals, the signals have been smoothed using the Savitzky-Golay 133 

filter (Iarlori et al., 2015 AMT) with a resolution of 60 and 380m respectively. 134 

2) For a real lidar measurement of cirrus clouds. Again the impact of the 135 

retrieval on cirrus cloud extinction is assessed for Raman technique and 136 

smoothing filter using different resolution windows.  137 



The thermodynamic profile of the atmosphere, needed to calculate the net radiative 138 

forcing, is calculated with the standard thermodynamics profile (USS976) mid-139 

latitude model. Emissivity and albedo values are taken from MODIS BRDF/Albedo 140 

algorithm product (Strahler et al., 1999), with a spatial resolution of 0.1 degrees 141 

averaged over 16 days temporal window. As each measured cloud and aerosol 142 

profile comes with the relative uncertainty, the sensitivity of the FLG RT model to 143 

the input parameters is evaluated applying a Monte Carlo technique. Each extinction 144 

profile is replicated 30 times (i.e. a number statistically meaningful) running the 145 

Monte Carlo code on the original profile uncertainty.  Likewise for each replicated 146 

extinction profile, the Monte Carlo technique gives a value of surface albedo and 147 

profile temperature, based on their respective uncertainties. The radiative forcing of 148 

each profile is then represented with a histogram. The smoothing uncertainty is 149 

then quantified from the mean and the standard deviation of the net forcing for the 150 

profile set. 151 

  152 

3. First results 153 

The analyzed dust event is chosen from measurements taken on 3 July 2014 at CIAO. 154 

Figure 1 shows the lidar aerosol extinction profiles at 355 nm obtained using the 155 

Raman technique with an effective resolution of 360 m and the same profile 156 

obtained using the elastic lidar technique at two different resolutions (60m and 157 

360m) using a fixed S value if 45 sr, determined by climatological measurements are 158 

represented in Figure 1. It can be immediately recognized that Raman extinction 159 

coefficient is much more noisy with respect to the same profiles obtained with the 160 



iterative method. Nevertheless, all the profiles, obtained with a temporal resolution 161 

of 60 minutes, are cut at about 5.5 Km, as after this altitude level any significant 162 

aerosol feature is missing, and then the signals are prone to represent noise. Figure 163 

3 shows the difference between the estimation of the net forcing suing the two 164 

considered lidar technique and data processing: it appears as the most important 165 

contribution to this different in FLG calculations for the aerosol are related to the 166 

adopted lidar technique (red arrow in Fig. 3, upper and bottom panels) and not in 167 

effective vertical resolution determined by the smoothing (blue arrow in Fig. 3, 168 

upper and bottom panels), . This characteristic is invariant both at TOA and SFC and 169 

it is mainly the result of the assumption of a fixed lidar to calculated the aerosol 170 

extinction profile using the elastic lidar technique. In the considered Saharan dust 171 

case, the net radiative forcing determined with the two different lidar techniques 172 

differ of about 0.7 W/m2 at SFC and of 1.0 W/m2 at TOA: this quantity is much larger 173 

than the uncertainty average estimated direct effect by IPCC (mean 0.5 W/m2, range 174 

-0.9 to -0.1 with. The contribution due to the smoothing is negligible. This show how 175 

the mixing of different lidar techniques in a specific study or in the routine 176 

operation of an aerosol network at regional or global scale must take into account of 177 

the uncertainties related to the assumptions which are behind the retrieval of the 178 

optical properties. This is important not only to provide a complete assessment of 179 

the total uncertainty budget for each lidar product but to enable a physically 180 

consistent use of the lidar data in the estimation of the radiative forcing and, likely, 181 

for many other user-oriented applications based on lidar data. Figure 4 depicts the 182 

results performing the same analysis but for a cirrus cloud on 16 February 2014 183 



(signals in Fig. 2). The obtained cloud extinction profiles with the different lidar 184 

techniques and data processing are averaged over of 60 minutes. Here we have a 185 

completely different situation compared to aerosol: for clouds, the differences 186 

between Raman and elastic lidar techniques (red arrow in Fig. 4, upper and bottom 187 

panels) are much smaller that the differences due to the effective vertical resolution 188 

of the aerosol extinction coefficient profile (blue arrow in Fig. 4, upper and bottom 189 

panels). This is related to the typical much stronger and faster increase of the 190 

aerosol extinction for a clouds than for aerosol. In the considered cirrus cloud case, 191 

the net radiative forcing determined with the two different lidar techniques differs 192 

about of 0.5 W/m2 at SFC and of -2 W/m2 at TOA, while the effect of smoothing on a 193 

window of 420 m provides and additional uncertainty of more than 2 W/m2 at the 194 

SFC and of about -11 W/m2 at TOA. This implies the need for high resolution lidar 195 

measurements of the cirrus clouds to provide an accurate estimation of their 196 

forcing.  197 

 198 

4. Future perspectives 199 

We used the adapted Fu-Liou-Gu radiative transfer model as proxy to evaluate the 200 

discrepancies in aerosol optical properties retrieval using different lidar techniques 201 

and data processing/smoothing. The differences are quantified from Fu-Liou-Gu 202 

(FLG) net radiative forcing calculations at surface (SFC) and top-of–the-atmosphere 203 

(TOA). The results put in evidence that there is not variability for TOA and SFC, 204 

while for dust event the data processing/smoothing it is not very influent, but 205 

instead the lidar technique it is important. The opposite is true for the cirrus cloud, 206 



where the data processing/smoothing play a fundamental role. A possible 207 

explanation of this behavior is due to the different optical depth of the clouds with 208 

respect to the aerosol dust layer. Summarizing, as the optical depth in both cases it 209 

is the driving parameter, at coarse resolution (cloud) the smoothing is producing 210 

changes in the extinction profile that translates in creation/suppression of ice 211 

crystals that have a heavy influence on forcing. While at fine resolution, as in the 212 

case of dust event, the smoothing is just producing fluctuations that don’t influence 213 

the total forcing. In this case the lidar technique is picking up, as the wrong S value 214 

can amplify or suppress the aerosol peak that translates into a higher/lower forcing.   215 
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Figures 276 

 277 

 278 

Figure 1 Lidar extinction profiles at 355nm from Raman and elastic channel respectively for dust 279 

outbreak on 3 July 2014. The iterative method at the two different resolutions (60m and 360m) 280 

used a fixed S value, determined by climatological measurements  281 

 282 

 283 

Figure 2: Lidar extinction profiles at 355nm from Raman and elastic channel respectively a cirrus 284 

cloud on 16 Febraury 2014. The iterative method at the two different resolutions (60m and 285 

420m) used a fixed S value, determined by climatological measurements  286 



 287 

 288 

Figure 3 Dust event of 03 July 2014. The net radiative forcing is calculated at TOA and SFC 289 

respectively. As it is clearly visible, the larger discrepancy in forcing is related mostly to the lidar 290 

technique (red arrow), not on data processing (blue arrow).  291 

 292 

 293 



 294 

 295 

Figure 4 Cirrus Cloud of 16 Feb 2014. The net radiative forcing is calculated at TOA and SFC 296 

respectively. As it is clearly visible, the larger discrepancy in forcing is related mostly to the data 297 

processing (blue arrow), not on lidar technique (red arrow).  298 
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